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ABSTRACT

Transferring knowledge across graphs plays a pivotal role in many

high-stake domains, ranging from transportation networks to e-

commerce networks, from neuroscience to finance. To date, the vast

majority of existing works assume both source and target domains

are sampled from a universal and stationary distribution. However,

many real-world systems are intrinsically dynamic, where the un-

derlying domains are evolving over time. To bridge the gap, we pro-

pose to shift the problem to the dynamic setting and ask: given the

label-rich source graphs and the label-scarce target graphs observed
in previous 𝑇 timestamps, how can we effectively characterize the

evolving domain discrepancy and optimize the generalization per-

formance of the target domain at the incoming𝑇 + 1 timestamp? To

answer the question, for the first time, we propose a generalization

bound under the setting of dynamic transfer learning across graphs,

which implies the generalization performance is dominated by do-

main evolution and domain discrepancy between source and target

domains. Inspired by the theoretical results, we propose a novel

generic framework DyTrans to improve knowledge transferability

across dynamic graphs. In particular, we start with a transformer-

based temporal encoding module to model temporal information of

the evolving domains; then, we further design a dynamic domain

unification module to efficiently learn domain-invariant represen-

tations across the source and target domains. Finally, extensive

experiments on various real-world datasets demonstrate the ef-

fectiveness of DyTrans in transferring knowledge from dynamic

source domains to dynamic target domains.
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1 INTRODUCTION

Dynamic graphs provide an essential tool to model a wide range of

complex systems, including social networks [16], neuroscience [11],

financial transaction networks [39], and e-commerce networks [46].

Graph neural networks (GNNs) [61] represent a family of preva-

lent learning paradigm to extract contextual information and learn

expressive representations of dynamic graphs. Despite remark-

able success of GNNs, their performance heavily depends on abun-

dant and high-quality training data. However, the data annotation

process is expensive and requires human experts, which may not

be easily accessible in many high-stake domains (e.g., molecular

graphs [14] and brain networks [7]). Therefore, a fundamental

problem is how to effectively transfer knowledge from the source

∗
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Figure 1: An illustrative example of dynamic transfer learn-

ing across book review network and IMDb review network.

As an example, IMDb launched a new series in 2022, The Lord
of the Rings: The Rings of Power, while the original book of

this series has been published for decades. It is very natural

to transfer knowledge from the information-rich source do-

main (book review network) to the information-scarce target

domain (IMDb review network) across time in order to solve

the target task (IMDb review prediction) at G (𝑇+1)
𝑡 .

domains with adequate labeled data to the target domains with

little or no labeled data in the dynamic environment.

Transfer learning has a longstanding history [3, 4, 15, 49, 57],

which aims to improve the generalization performance of target do-

main leveraging knowledge from related source domain in another

field. Graph-structured data poses unique challenges in knowledge

transfer as graph signals (e.g., nodes, motifs, subgraphs) are natu-

rally interconnected through edges and are not independent and

identically distributed (i.i.d). Although it has been studied in a few

recent works [21, 44, 60, 71], the vast majority of existing works do

not take into account the dynamics of domains [59] in realistic net-

works. In Figure 1, we present a motivational example of dynamic

transfer learning across book review network and IMDb review

network. A naive solution would be directly employing the static

graph-based transfer learning models on each timestamp, which

might face two fundamental defects in practice. Firstly, learning

from scratch at each timestamp would result in prohibitive com-

putational costs, especially when data is collected from large-scale

networks with a massive number of timestamps. Secondly, it fails to

characterize domain evolution such that we can neither understand

how and why changes in graphs occur at a specific time nor can
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we understand the impact on the generalization performance of

the target domain in future timestamps.

We have identified three main challenges for filling the gap and

alleviating the above issues of dynamic transfer learning across

graphs. C1. Generalization Performance: There is no theoretical

analysis on how the discrepancy would accumulate across time

and whether it will further deteriorate performance, which hin-

ders algorithmic design. Carrying out theoretical analysis on the

generalization bound would be exciting for guiding future work

of dynamic transfer learning across graphs. C2. Evolving Domain
Discrepancy: How to disentangle the evolving domain discrepancy

and capture the domain-invariant information when the source and

target graphs exhibit distinct distributions of spatial, especially con-

sidering they change over time? C3. Benchmarks: How to identify

the right benchmarks with features and structure of graphs evolv-

ing over time? As there is no existing literature on graph dynamic

transfers, it is essential to point out a set of benchmark datasets

and strong baselines for future algorithm development.

To the best of our knowledge, we are the first to define and

study dynamic transfer learning across graphs. In this paper, we de-

rive a tighter generalization error bound than existing results [59]

to address C1. The theoretical findings illustrate that the gener-

alization performance is dominated by historical empirical error

and domain discrepancy. It also serves as theoretical support to

our proposed DyTrans, which is a generic learning framework

to enhance knowledge transfer across dynamic graphs. Our pro-

posed approach consistently achieves outstanding performance

on various backbones including classical GNNs, temporal GNNs,

and transfer learning methods. In particular, to address C2, we uti-

lize a Transformer module to model domain evolution. It obtains

the temporal graph representation in evolving domain by using

multi-head attention and generalizing positional encoding to the

graph domain with temporal encoding. Moreover, we develop dual

gradient reversal layers (GRLs) for minimizing domain discrepancy,

which learn invariant representations to unify the source and tar-

get domains’ spatial and temporal information. To address C3, we

extensively searched for existing temporal graphs and construct

six pairs of datasets, which have rich dynamic properties regarding

nodes, edges, node attributes, and labels. Our experiments vali-

date that these selected datasets can be used for dynamic transfer

learning across graphs. It serves as a benchmark that promotes fair

comparisons and better replicability for algorithms in this problem

setting for future dynamic transfer learning algorithms.

In general, our contributions are summarized as follows.

• Problem Definition: We formalize the dynamic transfer learn-

ing problem across graphs and identify multiple unique challenges

inspired by real-world applications.

• Theorem: For the first time, we derive a tight generalization

bound for dynamic transfer learning across graphs in terms of

historical error for capturing domain evolution and domain dis-

crepancy. This is a tighter bound as we use the minimum of the

empirical errors instead of the average error and use a new dis-

tance funtion to measure domain discrepancy compared to [59].

• Algorithm: Inspired by our generalization bound, we propose a

novel method named DyTrans that (1) unifies the heterogeneous

graph signals and dissipate feature spaces, and (2) captures the

Table 1: Symbols and notations.

Symbol Description

G (𝑖 )
𝑠 , G (𝑖 )

𝑡 input source and target graphs at timestamp 𝑖 .

V (𝑖 )
𝑠 ,V (𝑖 )

𝑡 the set of nodes in G (𝑖 )
𝑠 and G (𝑖 )

𝑡 .

E (𝑖 )
𝑠 , E (𝑖 )

𝑡 the set of edges in G (𝑖 )
𝑠 and G (𝑖 )

𝑡 .

X(𝑖 )
𝑠 , X(𝑖 )

𝑡 the node feature matrices of G (𝑖 )
𝑠 , G (𝑖 )

𝑡 .

Y (𝑖 )
𝑠 ,

˜Y (𝑖 )
𝑡 the set of labels in G (𝑖 )

𝑠 and G (𝑖 )
𝑡 .

𝑁
(𝑖 )
𝑠 , 𝑁

(𝑖 )
𝑡 the size of sample graph G (𝑖 )

𝑠 , G (𝑖 )
𝑡 .

𝑑𝑠 , 𝑑𝑡 feature dimensions of X(𝑖 )
𝑠 , X(𝑖 )

𝑡 , ∀𝑖 .
𝑇 number of timestamps.

ℎ(·) node classifier for downstream task.

˜ℜ Rademacher complexity.

𝑊𝑝 Wasserstein-𝑝 distance.

interdependence over time in evolving graphs. The generalization

bound justifies that our proposed framework could effectively

improve the generalization performance.

• Evaluation: We identify six benchmark datasets for dynamic

transfer learning across graphs. With that, we systematically eval-

uate the performance of DyTrans by comparing them with ten

baseline models, which verifies the efficacy of DyTrans and cor-

roborates our theoretical findings.

• Reproducibility: We publish our data and code at https://

anonymous.4open.science/r/DyTrans-82C4/.

The rest of our paper is organized as follows. In Section 2, we

introduce the notations and problem definition. In Section 3, we

present the details of our proposed framework DyTrans and then

derive the generalization bound of dynamic transfer learning across

graphs. Experimental results with discussion are reported in Sec-

tion 4. We review the existing related literature in Section 5. Finally,

we conclude this paper in Section 6.

2 PRELIMINARY

In this section, we introduce the background that is pertinent to our

work and give the formal problem definition. Table 1 summarizes

the main notations used in this paper. We use regular letters to

denote scalars (e.g. 𝜇), boldface lowercase letters to denote vectors

(e.g. v), and boldface uppercase letters to denote matrices (e.g. X).
In the setting of dynamic transfer learning across graphs, we

use subscript 𝑠 and subscript 𝑡 to represent source and target, and

superscript (𝑖) represent the 𝑖th timestamp. We define spaces of

graphs as graph distribution (G
(𝑖 )
𝑠 for source and G

(𝑖 )
𝑡 for target at

timestamp 𝑖). The observed graph in source at timestamp 𝑖 is defined

as a source sample graph G (𝑖 )
𝑠 ∼ G(𝑖 )

𝑠 (parallel definition of target

sample graph G (𝑖 )
𝑡 ∼ G(𝑖 )

𝑡 ). G (𝑖 )
𝑠 and G (𝑖 )

𝑡 are defined in the form of

triplets, i.e. G (𝑖 )
𝑠 = (V (𝑖 )

𝑠 , E (𝑖 )
𝑠 ,X(𝑖 )

𝑠 ) and G (𝑖 )
𝑡 = (V (𝑖 )

𝑡 , E (𝑖 )
𝑡 ,X(𝑖 )

𝑡 ),
where V (𝑖 )

𝑠 and V (𝑖 )
𝑡 represent the set of nodes, E (𝑖 )

𝑠 and E (𝑖 )
𝑡

represent the set of edges, and X(𝑖 )
𝑠 and X(𝑖 )

𝑡 represent the node

features in G (𝑖 )
𝑠 and G (𝑖 )

𝑡 , respectively. 𝑇 is the total number of

timestamps that can be observed in history. Furthermore, we define

labels of source at 𝑖𝑡ℎ timestamp as Y (𝑖 )
𝑠 and few labels of target

as
˜Y (𝑖 )
𝑡 . We use domain D (𝑖 )

𝑠 to represent data distribution over

https://anonymous.4open.science/r/DyTrans-82C4/
https://anonymous.4open.science/r/DyTrans-82C4/


Dynamic Transfer Learning across Graphs

G (𝑖 )
𝑠 × Y (𝑖 )

𝑠 (D (𝑖 )
𝑡 for the target similarly). Next, we briefly review

graph representation learning and dynamic transfer learning.

Graph Representation Learning. The key idea of graph represen-

tation learning is to generate low-dimensional representations in

the embedding space to capture graph features and structure. Typi-

cal graph learning tasks include node classification, link prediction,

and graph classification. Let G = (V, E) be a graph,V and E are

the sets of nodes and edges. Node classification, the task we focus

on in this paper, learns a function v → R𝑑 , v ∈ V to map each node

of a graph onto a semantically meaningful embedding of dimension

𝑑 such that 𝑑 ≪ |V| and make predictions on embedding space.

Unlike standard classification tasks where data is assumed to be

i.i.d, node classification task requires modeling the highly complex

interconnection between nodes. Thus, many graph neural networks

have been proposed to aggregate information based on local graph

neighborhoods to generate efficient and accurate node representa-

tions and can be applied to both static and dynamic graphs [23].

Dynamic Transfer Learning. Here a domain D represents data

distribution over an input feature space X and an output label

space Y. Labeling function is represented as 𝑓 (·) : X ↦→ Y. Let

{D (𝑖 )
𝑠 }𝑇

𝑖=1
and {D (𝑖 )

𝑡 }𝑇
𝑖=1

be the labeled dynamic source domains

and unlabeled (or few labeled) dynamic target domains respec-

tively, 𝑓
(𝑖 )
𝑠 and 𝑓

(𝑖 )
𝑡 be the task-specific labeling functions in the

𝑖𝑡ℎ source and target domains, where 𝑖 indicates timestamp, and

there is 𝑇 in total. Dynamic transfer learning aims to improve the

learning of the target labeling function 𝑓
(𝑇+1)
𝑡 in D (𝑇+1)

𝑡 using

the knowledge in historical source and target domains under the

situation {D (𝑖 )
𝑠 }𝑇

𝑖=1
≠ {D (𝑖 )

𝑡 }𝑇
𝑖=1

. Let H be the hypothesis class

on X where a hypothesis is a function ℎ : X → Y. The expected

error of the hypothesis ℎ on the source domain D (𝑖 )
𝑠 at times-

tamp 𝑖 is given by 𝜖
(𝑖 )
𝑠 (ℎ) = Ex∼D (𝑖 )

𝑠
[L(ℎ(x), 𝑓 (𝑖 )𝑠 (x))],∀ℎ ∈ H ,

where L(·, ·) is some loss function. Its empirical estimate is defined

as 𝜖
(𝑖 )
𝑠 (ℎ) = 1

𝑁
(𝑖 )
𝑠

∑
x∼D (𝑖 )

𝑠
[L(ℎ(x), 𝑓 (𝑖 )𝑠 (x))]. We use the parallel

notations 𝜖
(𝑖 )
𝑡 (ℎ) and 𝜖 (𝑖 )𝑡 (ℎ) for the target domain. In [59], the

expected errror on the newest target domain is derived as follows,

𝜖
(𝑇+1)
𝑡 (ℎ) ≤ 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
+ 𝑇 + 2

2

( ˜𝑑 + ˜𝜆)

+ ˜ℜ
(
HL

)
+ 𝜇

𝑇

√︄
log

1

𝛿

2�̃�

(1)

where
˜𝑑 = 𝜇 ·max

{
max1≤𝑖≤𝑇−1 𝑑𝑀𝑀𝐷

(
D (𝑖 )

𝑠 ,D (𝑖+1)
𝑠

)
,

𝑑𝑀𝑀𝐷

(
D (1)

𝑠 ,D (1)
𝑡

)
,max1≤𝑖≤𝑇 𝑑𝑀𝑀𝐷

(
D (𝑖 )

𝑡 ,D (𝑖+1)
𝑡

)}
, 𝑑𝑀𝑀𝐷 is

the Maximum Mean Discrepancy,
˜𝜆 = 𝜇 ·max {max1≤𝑖≤𝑇−1

𝜆∗
(
D (𝑖 )

𝑠 ,D (𝑖+1)
𝑠

)
, 𝜆∗

(
D (1)

𝑠 ,D (1)
𝑡

)
,max1≤𝑖≤𝑇 𝜆∗

(
D (𝑖 )

𝑡 ,D (𝑖+1)
𝑡

)}
and 𝜆∗ measures the difference of the labeling functions. HL =

{(X, 𝑦) ↦→ L(ℎ(X, 𝑦) : ℎ ∈ H}, ˜ℜ
(
HL

)
is a Rademacher com-

plexity and �̃� =
∑𝑇
𝑖=1

(
𝑁

(𝑖 )
𝑠 + 𝑁 (𝑖 )

𝑡

)
is the total number of training

examples from historical source and target domains. However, this

bound is a loose bound that sums the errors in all timestamps with-

out capturing domain evolution.

Problem definition.We consider transferring knowledge from a

series of time-evolving source sample graphs {G (𝑖 )
𝑠 }𝑇

𝑖=1
to a series

of time-evolving target sample graphs {G (𝑖 )
𝑡 }𝑇

𝑖=1
. Figure 1 illus-

trates the knowledge transfer to the newest IMDb review network

by leveraging historical IMDb and book review networks. Here,

each node in a graph indicates an entity (user, movie, book), and

the co-reviewer determines the edge between two nodes. Nodes,

edges, and their attributes are evolving over time. The node la-

bel is the popularity of the movie (book) at that time and is also

changing. As shown in Figure 1, there are several obstacles. In the

IMDb and book review networks, we observe that not only the

graphs (i.e., nodes and edges are added or removed) are chang-

ing over time, but also the learning tasks are changing over time

(i.e., class-membership distributions are evolving). Moreover, many

existing works demonstrate[71] that the precondition of success-

ful knowledge transfer lies in whether domains are related and

share common information. Without loss of generality, we make

the following three assumptions for our problem setting.

Assumption 1 (Graph evolution). Nodes and edges on the graph
G (𝑖 )
𝑠 and G (𝑖 )

𝑡 can be either added or removed over time. Meanwhile,
the node attributes of source and target graphs change over time.

Assumption 2 (Task Evolution). The class labels of the source
domains are changed and are available at any timestamp, but they
share the same label space.

Assumption 3 (Domain Relatedness). The source and target do-
mains are related at the initial timestamp 𝑖 = 1. Given the notations
above, we formally define the problem as follows.

Problem 1. Dynamic Transfer Learning across Graphs
Given: (i) a set of source sample graphs {G (𝑖 )

𝑠 = (V (𝑖 )
𝑠 , E (𝑖 )

𝑠 ,X(𝑖 )
𝑠 )}𝑇

𝑖=1

with rich label information {Y (𝑖 )
𝑠 }𝑇

𝑖=1
, and (ii) a set of target sample

graphs {G (𝑖 )
𝑡 = (V (𝑖 )

𝑡 , E (𝑖 )
𝑡 ,X(𝑖 )

𝑡 )}𝑇+1
𝑖=1

with few label information

{ ˜Y (𝑖 )
𝑡 }𝑇+1

𝑖=1
.

Find: Accurate predictions ˆY (𝑇+1)
𝑡 of unlabeled examples in the tar-

get sample graph G (𝑇+1)
𝑡 .

3 MODEL

In this section, we introduce our proposed framework DyTrans

for dynamic transfer learning across graphs. The key idea lies in

regularizing the underlying evolving domain discrepancy, which

mainly stems from the distribution shift due to domain evolution

and the inherent domain discrepancy between the source and target

domains. In particular, we start with deriving a novel generalization

bound of Problem 1, which is composed of historical empirical

errors on the source and target domains, domain discrepancies

across time on source and target, and Rademacher complexity of

the hypothesis class. Inspired by the theoretical results, we then

develop the overall learning paradigm of DyTrans and discuss

the details of how to model domain evolution and how to unify

dynamic graph distribution. Finally, we present an optimization

algorithm with pseudo-code for DyTrans.
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Figure 2: The proposed DyTrans framework.

3.1 Theoretical Analysis

Here we propose the very first generalization guarantee under

the setting of dynamic transfer learning across graphs. Our most

related work is Wu and He [59], where they give an error bound

for dynamic transfer learning. However, their work is limited in the

following aspects: (1) it is a loose bound since it simply accumulates

the empirical errors across time and calculates the average; (2) it

separately measures the difference of graphs and difference of labels

by Maximum Mean Discrepancy (MMD)[17].

To derive a better error bound, the improvements are mainly

from the following two terms: (1) we reduce

∑𝑇
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
to the minimum value of historical empirical errors on source and

target to capture the domain evolution. It prevents the error bound

from being impacted by some extreme value, e.g. a surprisingly

bad performance on a specific timestamp. (2) Wasserstein distance

accumulates abundant research on graphs [40] and shows benefits

on promising generalization bound and the gradient property for

transfer learning [43]. Therefore, we propose to use a dynamic

Wasserstein distance [52] to replace
˜𝑑 for better measuring the

evolving domain discrepancy.

Specifically, based on Lemma 1, we derive a generalization error

bound with Wasserstein distance𝑊𝑝 to measure the domain dis-

crepancy. Next, based on Lemma 2, we give the expected error on

the target domain at 𝑁 + 1 timestamp 𝜖
(𝑇+1)
𝑡 , which is bounded by

an expected error on an arbitrary domain. Thus, we can capture the

domain evolution by the minimum of historical empirical errors on

the source and targetmin1≤𝑖≤𝑇
(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
. Following [54],

Lemma 1 (Error Difference over Shifted Domains) states that the

error difference on two arbitrary domains can be bounded by the

measure of the domain discrepancy.

Lemma 1 (Error Difference over Shifted Domains [54]). For arbi-
trary classifier ℎ and loss function L satisfying Assumption 4 and 5,
the expected error of ℎ on two arbitrary domain D𝜇 and D𝜈 satisfies��𝜖𝜇 (ℎ) − 𝜖𝜈 (ℎ)�� ≤ 𝜌

√︁
𝑅2 + 1𝑊𝑝 (D𝜇 ,D𝜈 ) (2)

where𝑊𝑝 is the Wasserstein-𝑝 distance metric and 𝑝 ≥ 1.

Lemma 1 yields that the expected error on the target domain at

𝑁 + 1 timestamp 𝜖
(𝑇+1)
𝑡 is upper bounded with an expected error

on an arbitrary domain and the maximum of measures of domain

discrepancy. Then we consider the difference between the expected

error and the empirical error on the arbitrary domain, it can be

bounded using Lemma 2 (Algorithm Stability) following [28].

Lemma 2 (Algorithm Stability [28]). Consider empirical and ex-
pected errors on arbitrary domain, ∀ 𝛿 ∈ (0, 1), the following holds
with probability at least 1 − 𝛿 for some constant 𝐵 > 0,

|𝜖 (ℎ) − 𝜖 (ℎ) | ≤ O
©«
𝜌𝐵 +

√︃
log

1

𝛿√
𝑛

ª®®¬ (3)

From Lemma 2, we further bound 𝜖
(𝑇+1)
𝑡 with minimal empir-

ical errors on the source and target and the maximum domain

discrepancy. To summarize, according to historical source and tar-

get knowledge, the error of the latest target domain 𝜖
(𝑇+1)
𝑡 can be

bounded, as stated by the following theorem 1.

Theorem 1. Assume classifier ℎ is 𝑅-Lipschitz and loss function
L(·, ·) is 𝜌-Lipschitz. For any 𝛿 > 0 and ℎ ∈ H , with probability at
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least 1 − 𝛿 , the error 𝜖 (𝑇+1)𝑡 is bounded by:

𝜖
(𝑇+1)
𝑡 (ℎ) ≤ 1

2

min

1≤𝑖≤𝑇

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
+ 𝑇

2 + 4𝑇 − 2

2𝑇
𝑊𝑝

+ ˜ℜ
(
HL

)
+ O

©«
𝜌𝐵
√
�̃�
+

√︄
log

1

𝛿

�̃�

ª®®¬
(4)

where 𝑅 and 𝜌 are the Lipschitz constants, dynamic Wasserstein dis-

tance �̃�𝑝 = 𝜌
√
𝑅2 + 1max

(
max1≤𝑖≤𝑇−1𝑊𝑝 (D (𝑖 )

𝑠 ,D (𝑖+1)
𝑠 ),

𝑊𝑝 (D (1)
𝑠 ,D (1)

𝑡 ),max1≤𝑖≤𝑇𝑊𝑝 (D (𝑖 )
𝑡 ,D (𝑖+1)

𝑡 )
)
,𝑊𝑝 isWasserstein-

𝑝 distance, 𝑝 ≥ 1,HL = {(X, 𝑦) ↦→ L(ℎ(X, 𝑦) : ℎ ∈ H}, ˜ℜ(HL) =
1

2𝑇

∑𝑇
𝑖=1

(
˜ℜD (𝑖 )

𝑠
(HL) + ˜ℜD (𝑖 )

𝑡

(HL)
)
, ˜ℜ is Rademacher complex-

ity, 𝐵 > 0 is a constant, and �̃� = min1≤𝑖≤𝑇
(
𝑁

(𝑖 )
𝑠 , 𝑁

(𝑖 )
𝑡

)
is the

minimal number of training examples in source and target domains.

Proof. The detailed proof is provided in Appendix A. □

The theorem shows that the error on the latest target domain

𝜖
(𝑇+1)
𝑡 is bounded in terms of (1) the minimum value of empirical

errors in the historical source and target domains; (2) the maximum

of domain discrepancies across time and domain; (3) the average

Rademacher complexity of hypothesis class over all domains.

Remarks: Compared to the existing theoretical results on dy-

namic transfer learning [59], we obtain a significantly improved

bound in the following aspects.

• Instead simply averaging the errors over time as [59], we propose

to use the minimum of empirical errors over time to imply domain

evolution and avoid extreme errors, which leads to a tighter bound.

1

2

min

1≤𝑖≤𝑇

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
<

1

2𝑇

∑︁
1≤𝑖≤𝑇

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
• Instead of separately measuring the difference of graphs and

the difference of labels based on MMD, we propose a dynamic

Wasserstein distance to model the evolving domain discrepancy.

In general, this tight bound guarantees the transferability from

evolving source domains to evolving target domains and motivate

us to propose a framework for dynamic transfer learning across

graphs by empirically minimizing generalization bounds with do-

main evolution and domain discrepancy.

3.2 DyTrans Framework

According to the existing literature [59], a typical dynamic transfer

learning paradigm can be formulated as follows.

min

𝜃
L(𝜃 ) =

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (𝜃 ) + 𝑑 (D (𝑖 )

𝑠 ,D (𝑖 )
𝑡 , 𝜃 )

)
(5)

However, Eq. 5 may not well capture evolving domain discrepancy

in practice due to the following two reasons. Frist, Eq. 5 simply

sum up the empirical errors over time, which ignores the evolution

process of dynamic graphs, i.e., the changes in the future snapshot

G (𝑡+1)
𝑠 are often highly dependent to the structure of the current

snapshot G (𝑡 )
𝑠 [23]. Second, accumulating the domain discrepancy

over all timestamps might lose track of the fine-grained information

on how domain discrepancies change, e.g., the domain discrepancy

𝑑 (D (𝑇 )
𝑠 ,D (𝑇 )

𝑡 , 𝜃 ) in the last timestamp could play a key role in the

success of downstream task in the timestamp 𝑇 + 1.

Following our generalization bound, the generalization perfor-

mance is dominated by two factors: the domain evolution across

time and the domain discrepancy on source and target. Inspired by

this, we proposed DyTrans (the overview is presented in Fig 2),

which consists of two major modules: M1. Modeling domain evolu-

tion via temporal encoding and M2. Dynamic Graph Distribution

Unification. These two modules are designed to address two types

of discrepancy correspondingly. In particular, M1 introduces a tem-

poral encoding for dynamic graphs, which encodes temporal infor-

mation into the representation with continuous values and captures

domain evolution by attention; M2 further unifies disparate spatial

information of source and target into the domain-invariant hidden

spaces. In addition, both M1 and M2 are absolutely necessary to

overcome the main obstacles in dynamic transfer learning across

graphs. M1 ensures accurate modeling of distribution shift due to

domain evolution and characterizes historical temporal information

for future downstream task-related representation learning, while

M2 ensures extraction of domain-invariant spatial information that

could be transferred to benefit the target domain. Our ablation study

(Table 4) firmly attests both M1 and M2 are essential in a successful

dynamic graph transfer. Next, we dive into the discussion of M1

and M2 in details.

M1. Modeling domain evolution via temporal encoding. For

regularizing the distribution shift, it is essential to characterize

the evolution of domains. Intuitively, the previous work [59] ac-

cumulate dynamic domain discrepancy over all timestamps using

accumulative methods such as LSTM [48, 68]. However, the new er-

ror bound provides a new interpretation: it may be more helpful to

consider domain discrepancy uniformly across time and across do-

mains. Therefore, we propose to characterize the dynamic domain

discrepancy of certain time windows and view the time window

for each domain as a whole by the transformer. Transformers have

achieved supreme performance and computational efficiency in var-

ious tasks with sequential data by flexibly modeling dependencies

between timestamps. In contrast, in recurrent models [6, 19], the

next timestamp is factored based on previous timestamps. However,

the positional encoding in classic Transformer models [50] only

distinguishes the symbolic order of inputs instead of the continuous

time values. For example, the positions of words in a sentence only

indicate the order relationship and do not correspond to values with

physical meaning that represent time. Meanwhile, the symbolic

orders fail to retain multi-resolution timestamps, that is, the time

gap between inputs may differ, and we hope to learn from this un-

equally distant gap. For example, as shown in Fig. 3, there are two

levels of multi-resolution timestamps for the book review network

and IMDb review network: (1) Multi-resolution timestamps across

domains. Timestamps of book reviews may change by day as shown

in (a), while the recording of movie reviews may be done in hours

as shown in (b); (2) Multi-resolution timestamps within a domain,

for different books in the book review network, timestamps for

book ratings may also vary as shown in (a).

One key challenge in temporal modeling for dynamic graphs is

that each input graph is associated with a timestamp that is contin-

uous and often irregular and cannot be calculated arithmetically.
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IMDb ReviewBook Review

(a) (b)

Figure 3: An illustrative example of why multi-resolution

temporal encoding is important.

In this work, we adopt multi-resolution temporal encoding [8, 69]

(capturing temporal information) to replace positional encoding

(capturing sequential ordering) to solve this problem. We automat-

ically encode temporal information into hidden representations

with continuous values. Specifically, the multi-resolution temporal

encoding is learned as:

ENC =

𝑇∑︁
𝑖=1

POSITION(CONTEXT(G (𝑖 )
𝑠 ,G (𝑖 )

𝑡 )) (6)

where CONTEXT is the context extraction function [47] that extracts

temporal random walks from the input graphs, the POSITION is

the positional encoding function [9] that considers node as a to-

ken, continuous-valued timestamp as a position to capture the

multi-resolution temporal information. Notably, under the setting

of dynamic transfer learning on the graph, the multi-resolution

temporal encoding we used across the source and target domains.

Next, we introduce the attention layer to obtain important tem-

poral graph representation for domain evolution. Notably, through

previous operations in this framework, node embeddings of source

and target sample graphs are converted into the same dimension-

ality. Therefore, a parameter-shared attention layer can be used

for source and target domains to learn domain-invariant temporal

node embeddings and also improve the model scalability because

of its parallelism. Specifically, for each node, we group its temporal

embeddings across all the timestamps and pack them into a matrix

where the order is consistent with the corresponding timestamps.

Notably, the number of timestamps in the source and target domain

can be different since the cross-domain attention layer can handle

inputs with variant lengths. Then this temporal-related matrix is

respectively mapped into query 𝑄 ∈ R𝑇×𝑑
, key 𝐾 ∈ R𝑇×𝑑

, and

value 𝑉 ∈ R𝑇×𝑑
matrices [50]. And the output of the attention

layer indicates the relevance and importance of different times-

tamps for capturing domain evolution knowledge in terms of a

specific node. We perform the same attention operation for all the

nodes. Our cross-domain self-attention layer has advantages in two

aspects: (1) by applying the attention layer on the source domain

(target domain), we capture the information of the source domain

(target domain) across time and thus can model𝑊𝑝 (D (𝑖 )
𝑠 ,D (𝑖+1)

𝑠 )
(𝑊𝑝 (D (𝑖 )

𝑡 ,D (𝑖+1)
𝑡 )) in the error bound; (2) by sharing the atten-

tion parameters of the source and target domains, we can capture

𝑊𝑝 (D (1)
𝑠 ,D (1)

𝑡 ) in the error bounds.

In this paper, we utilize multi-head attention [50] to capture

information at different positions of the temporal input. Specifically,

given an input matrix, multiple groups of different Q, K, and V are

calculated by multiple heads respectively and are performed in

parallel. Subsequently, the outputs of all these different heads are

concatenated and re-projected for the follow-up process.

Through the Transformer module, we regularize the distribution

shift, in which timestamps are represented as continuous values

with temporal encoding, and temporal graph representations on the

source and target domains are extracted with multi-head attention.

M2. Dynamic GraphDistribution Unification. To regularize the

inherent domain discrepancy between source and target domains,

we aim to learn domain-invariant representations and exclude dis-

criminative information about the input (i.e., source sample graphs

or target sample graphs). Gradient Reversal Layer [15] connects

representation extractor (i.e., GNN Layers or Transformer) with

domain classifier (i.e., distinguishing source and target domains) to

simultaneously generate representations that are domain-invariant

for knowledge transfer and discriminative for domain classifier in

an adversarial manner.

However, dual divergences (spatial and temporal divergences)

are naturally provided when transferring knowledge from data in

the form of graphs. As a result, we apply a dual GRLs module to

learn domain-invariant spatial and temporal graph representations.

First, we convert the size of feature dimensions from 𝑑𝑠 , 𝑑𝑡 to a fixed

𝑑𝑢 via multi-layer perceptrons (MLPs). Therefore, we can share the

parameters of GNN for source and target sample graphs to better

learn spatial information. We unified the MLP and the GNN into

one unit named GNN Layers, and then one GRL is utilized on this

unit to obtain the spatial invariant across domains. Similarly, we

extract the temporal invariant using GRL after capturing domain

evolution and obtaining temporal graph representations by the

domain-invariant Transformer.

Gradient Reversal layer has no parameters and does not require

parameter updates. It is implemented in the following simple steps:

(1) During forward propagation, GRL acts as an identity. (2) While

during back propagation, for the gradient from the next layer, GRL

changes its sign via multiplying by −1 and then passes the changed

gradient to the previous layer. The mathematical form of the loss

function L𝐺𝑅𝐿 of M2 can be expressed as follows:

LGRL = 𝑈𝑛𝑖 𝑓𝑠𝑝𝑎𝑡𝑖𝑎𝑙 +𝑈𝑛𝑖 𝑓𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙

=

𝑇∑︁
𝑖=1

GRL

(
GNN(G (𝑖 )

𝑠 ),GNN(G (𝑖 )
𝑡 )

)
+

𝑇∑︁
𝑖=1

GRL

(
Transformer(G (𝑖 )

𝑠 ),Transformer(G (𝑖 )
𝑡 )

) (7)

where 𝑈𝑛𝑖 𝑓𝑠𝑝𝑎𝑡𝑖𝑎𝑙 and 𝑈𝑛𝑖 𝑓𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 represent the spatial diver-

gence loss on GNN Layers and the temporal divergence loss on

Transformer, respectively. In summary, M2 uses this dual GRLs

to retain the domain-invariant information while excluding the

domain-specific information.

3.3 Optimization

Overall, the goal of the training process is to minimize the domain

classification loss in GRLs (for all sample graphs) and the node clas-

sification loss (for source sample graphs and few labeled nodes in
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Algorithm 1 The DyTrans Learning Framework.

Require:

(i) a set of source sample graphs {G (𝑖 )
𝑠 = (V (𝑖 )

𝑠 , E (𝑖 )
𝑠 ,X(𝑖 )

𝑠 )}𝑇
𝑖=1

with rich label information {Y (𝑖 )
𝑠 }𝑇

𝑖=1
; (ii) a set of target sample

graphs {G (𝑖 )
𝑡 = (V (𝑖 )

𝑡 , E (𝑖 )
𝑡 ,X(𝑖 )

𝑡 )}𝑇+1
𝑖=1

with few label informa-

tion { ˜Y (𝑖 )
𝑡 }𝑇+1

𝑖=1
.

Ensure:

Prediction
ˆY (𝑇+1)
𝑡 of unlabeled examples in G (𝑇+1)

𝑡 .

1: Initialize two MLPs for source and target, the domain-invariant

GNN, the domain-invariant Transformer, the dynamic graph

distribution unification model, and the classifier ℎ(·) for the
downstream task in G (𝑇+1)

𝑡 .

2: while not converge do

3: Compute representations in a shared latent space of both

{G (𝑖 )
𝑠 }𝑇

𝑖=1
and {G (𝑖 )

𝑡 }𝑇+1
𝑖=1

via two MLPs.

4: Compute domain-invariant spatial representations of both

{G (𝑖 )
𝑠 }𝑇

𝑖=1
and {G (𝑖 )

𝑡 }𝑇+1
𝑖=1

via the domain-invariant GNN and

first GRL.

5: Compute domain-invariant temporal graph representations

of both {G (𝑖 )
𝑠 }𝑇

𝑖=1
and {G (𝑖 )

𝑡 }𝑇+1
𝑖=1

via the domain-invariant

Transformer and second GRL.

6: Update the hidden parameters of two MLPs, the GNN, the

Transformer, and the dynamic graph distribution unification

model by minimizing the loss function in Eq. 9.

7: end while

8: while not converge do

9: Fine-tune MLP for the target domain, the GNN, the Trans-

former, and the classifier ℎ(·) for the downstream task.

10: end while

target sample graphs). We define node classification loss as follows:

L𝑡𝑎𝑠𝑘 = L𝑠𝑜𝑢𝑟𝑐𝑒 + L𝑡𝑎𝑟𝑔𝑒𝑡

=

𝑇∑︁
𝑖=1

L𝐶𝐸

(
ℎ(G (𝑖 )

𝑠 ),Y (𝑖 )
𝑠

)
+ 𝛾1 ∗

𝑇+1∑︁
𝑖=1

L𝐶𝐸

(
ℎ( ˜G (𝑖 )

𝑡 ), ˜Y (𝑖 )
𝑡

)
(8)

where ℎ(·) is the classifier for the downstream task, L𝑠𝑜𝑢𝑟𝑐𝑒 and

L𝑡𝑎𝑟𝑔𝑒𝑡 represent the node classification loss on the source and

target domains,
˜G (𝑖 )
𝑡 ∈ G (𝑖 )

𝑡 represents limited labeled nodes in

D (𝑖 )
𝑡 , and the contribution of the two terms is balanced by 𝛾1. Then

the overall loss function can be written as follows:

L𝑡𝑜𝑡𝑎𝑙 = LGRL + 𝛾2 ∗ L𝑡𝑎𝑠𝑘 (9)

where L𝐺𝑅𝐿 represents the dual GRLs loss, L𝑡𝑎𝑠𝑘 represents the

loss for classification on labeled nodes, and the hyperparameter 𝛾2
balances the contribution of the two terms. Byminimizing these two

losses, we control the domain evolution and domain discrepancy

to improve the generalization performance.

The pseudo-code of DyTrans is provided in Algorithm 1, with

Adam [26] as the optimizer. Given a set of source sample graphs

{G (𝑖 )
𝑠 = (V (𝑖 )

𝑠 , E (𝑖 )
𝑠 ,X(𝑖 )

𝑠 )}𝑇
𝑖=1

with rich label information {Y (𝑖 )
𝑠 }𝑇

𝑖=1
,

and a set of target graphs {G (𝑖 )
𝑡 = (V (𝑖 )

𝑡 , E (𝑖 )
𝑡 ,X(𝑖 )

𝑡 )}𝑇+1
𝑖=1

with few

label information { ˜Y (𝑖 )
𝑡 }𝑇+1

𝑖=1
, our proposed DyTrans framework

aims to predict
ˆY (𝑇+1)
𝑡 in the latest target sample graph G (𝑇+1)

𝑡 .

We initialize all the models and the classifier in Step 1. Steps 2-7 cor-

respond to the pre-train process: in Step 3, we map sample graphs

from source and target domains to a shared latent space using two

separate MLPs; then the mapped representations are passed to a

domain-invariant GNN for computing domain-invariant spatial rep-

resentations in Step 4; followed by a domain-invariant Transformer

for computing domain-invariant temporal graph representations

in Step 5; while in Step 6, models are trained by minimizing the

objective function. In Steps 8-10, we fine-tune the MLP of the target

domain, the domain-invariant GNN, the domain-invariant Trans-

former, and the classifier ℎ(·) on the latest target domain G (𝑇+1)
𝑡 .

4 EXPERIMENTS

In this section, we evaluate the performance of DyTrans on six

benchmark datasets. DyTrans exhibits superior performances com-

pared to various state-of-the-art baselines. We show the necessity

of each ingredient of DyTrans in ablation studies. We also report

the sensitivity analysis, which demonstrates DyTrans achieves a

convincing performance with minimal tuning efforts.

4.1 Experiment Setup

Datasets: We evaluate DyTrans on our benchmark which is com-

posed of three real-world graphs, including two graphs extracted

from DBLP: DBLP-3 and DBLP-5 [13], where nodes represent au-

thors, edges represent the co-authorship between two linked nodes;

and one graph generated from functional magnetic resonance imag-

ing (fMRI) data: Brain [13], where nodes represent cubes of brain

tissue, edges represent that two linked cubes show similar degrees

of activation. Each node of these three graphs is associated with one

label only. Our benchmark follows these principles: (1) Dynamic:

data follows the settings of (A1) graph evolution and (A2) task evo-

lution in problem definition. (2) Transferability: there are existing

works that have explored knowledge transfer across heterogeneous

domains [10, 35]. Therefore, data follows (A3) domain relatedness,

and validity in dynamic transfer learning across graphs is proven

by experiments. (3) Accessibility: data should be made available

under a license that permits use and redistribution for research.

The details of our benchmark are summarized in Table 2.

Table 2: Benchmark statistics.

Benchmark Source Target Benchmark Source Target

1 DBLP-5 DBLP-3 4 Brain DBLP-5

2 Brain DBLP-3 5 DBLP-3 Brain

3 DBLP-3 DBLP-5 6 DBLP-5 Brain

Dataset #Nodes #Edges #Attributes #Classes #Timestamps

DBLP-3 4,257 23,540 100 3 10

DBLP-5 6,606 42,815 100 5 10

Brain 5,000 1,955,488 20 10 12

Comparison Baselines:We compare DyTrans with four classical

graph neural networks, four temporal graph neural networks and

two graph transfer learning methods.
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• Classical GNNs: GCN [27], GAT [51], GIN [63], GraphSAGE [18]

are four standard graph representation benchmark architectures.

• Temporal GNNs: DCRNN [31] captures both spatial and tempo-

ral dependencies of graphs among time series. DyGrEncoder [48]

models embedding GNN to LSTM. EvolveGCN [39] uses a GCN

evolved by an RNN to capture the dynamism of graph sequence.

TGCN [68] is a combination of GCN and the gated recurrent unit.

• Transfer Learning Methods: DANN [15] is the first method using

GRL for domain adaptation. UDAGCN [60] is a method for domain

adaptation in the static graph using attention mechanism.

Implementation Details: For a fair comparison, the output di-

mensions of all GNNs including baselines and DyTrans are set to

16. We conduct experiments with only five labeled samples in each

class of the target dataset and test model performance based on

all the rest unlabeled nodes. For non-temporal GNNs, since they

cannot process dynamic graphs directly, we train each model on the

graph of the last timestamp. Specifically, for classical GNNs, they

are trained on the target dataset for 1000 epochs; for transfer learn-

ing models, after training on the source dataset for 2000 epochs,

they are fine-tuned on the target dataset for 600 epochs. We use

GCN as the feature extractor of DANN, and follow the instruction

from the original paper of UDAGCN [60] to build a union set for

input features between the source and target domains by setting ze-

ros for unshared features. For four temporal GNNs, they are trained

using all timestamps of the target dataset for 1000 epochs.

For DyTrans, it is firstly pre-trained for 2000 epochs, then fine-

tuned on the target dataset for 600 epochs using limited labeled data

in each class. Since the label of each node in current benchmarks

is consistent in every timestamp, in this paper, the output of the

Transformer in DyTrans is aggregated using average along all the

timestamps; but our model can easily be applied to the settings

where labels of each node are changed in different timestamps by

simply removing the aggregation operation. We use Adam opti-

mizer with learning rate 3e-3. Considering the imbalanced label dis-

tribution, the area under the receiver of characteristic curve (AUC)

is used as the evaluation metric. We run all the experiments with

25 random seeds. The experiments are performed on a Ubuntu20

machine with 16 3.8GHz AMD Cores and a single 24GB NVIDIA

GeForce RTX3090.

4.2 Effectiveness

4.2.1 Comparison Results. We compare DyTrans with ten base-

line methods across three real-world undirected graphs. We report

the AUC of different methods on the last timestamp of the target

domain in Table 3. In general, we have the following observations:

(1) DyTrans consistently outperforms all ten baselines on all the

datasets, which demonstrates the effectiveness and generalizability

of our model. Especially, when adapting knowledge from DBLP-5

to DBLP-3 with five labeled samples per class, the improvement is

7% comparing with the second best model (EvolveGCN). (2) Clas-

sical GNNs have the worst performance on four benchmarks (1,

2, 3, 4) since they neither can learn knowledge from the previous

timestamps, nor transfer knowledge from other domains. DyTrans

boosts the performance compared with classical GNNs by up to

10.8% (on benchmark 6). (3) Temporal GNNs achieve the second best

performance on Benchmark 1 and 2, which means in these bench-

marks, there are knowledge existing in the previous timestamps

that is useful for the label prediction task in the future timestamps.

Particularly, DyTrans still outperforms these temporal GNNs on

Benchmark 1 and 2 by up to 8%. Notably, on Benchmark 5 and

6, all temporal GNNs fail, while DyTrans can still has the best

performance. (4) Transfer learning models have the second best

performance on Benchmark 5 and 6, which shows the efficacy of the

domain knowledge transfer on these two benchmarks. Especially,

DyTrans still does better than this kind of models on Benchmark

5 and 6 by up to 7.2% AUC.

4.2.2 Ablation Study. Considering that DyTrans consists of var-
ious components, we set up the following experiments to study

the effect of different components by removing one component

from DyTrans at a time: (1) removing the pre-training process;

(2) removing the Transformer; (3) removing the domain losses (in-

cluding 𝑈𝑛𝑖 𝑓𝑠𝑝𝑎𝑡𝑖𝑎𝑙 and 𝑈𝑛𝑖 𝑓𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 ). Due to the space limit, we

use Benchmark 1, 5, and 6 to illustrate in this section. The ablation

results are presented in Table 4. From the results, we have several

interesting observations. (1) Pre-training can significantly boost

the model performance by up to 8% (on Benchmark 6), which indi-

cates the efficacy of knowledge transferring of our model across

different graphs under the limited label setting. (2) Transformer

achieves impressive improvement on Benchmark 5 and 6 by up

to 7%, which shows its strength in temporal transfer learning and

also supports our theoretical analysis in section 3.1. (3) Both two

domain losses help the model better adapt knowledge from the

source to the target domain. especially on Benchmark 1, the re-

moval of𝑈𝑛𝑖 𝑓𝑠𝑝𝑎𝑡𝑖𝑎𝑙 (𝑈𝑛𝑖 𝑓𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 ) leads to a decrease in AUC by

1.6% (1.8%), p-value < 0.001. This proves the effectiveness of dual

GRLs module in alleviating the spatial and temporal discrepancies.

(4) The improvements of M2 are not obvious in Benchmarks 5 and

6, and a simple guess is DyTrans variation with only M1 already

achieves significant improvement than our baselines, so M2 makes

less contribution to the final results.

4.3 Parameter Sensitivity Analysis

In this section, we study two hyper-parameters of our model: (1)

the size of head dimension of the Transformer 𝑑 ; (2) the size of

the mapped features 𝑑𝑢 of two MLPs in M2 (Dynamic Graph Dis-

tribution Unification module). The result is shown in Fig 4. Based

on that, the fluctuation of the AUC (z-axis) is less than 3%. The

AUC is slightly lower when the head dimension of the Transformer

becomes larger, and different values of 𝑑 do not affect the AUC

significantly. Overall, we find DyTrans is reliable and not sensitive

to the hyperparameters under study within a wide range.

5 RELATEDWORK

In this section, we briefly review the existing literature in the con-

text of dynamic transfer learning and graph neural networks.

Dynamic Transfer. Transfer learning aims to improve perfor-

mance on target data by extracting and transferring knowledge

from related but different source data [37, 72]. It has been revealed

to be an efficient method to reduce the dependence on a large num-

ber of target data. It is commonly found in real-world applications
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Classical GNNs Temporal GNNs Transfer learning Ours

GCN GAT GIN GraphSAGE DCRNN DyGrEncoder EvolveGCN TGCN DANN UDAGCN DyTrans

Benchmark 1

0.5609 0.5489 0.5454 0.5452 0.5637 0.5672 0.5823 0.5640

0.5416 0.5688 0.6527

Benchmark 2 0.5400 0.5523 0.6103

Benchmark 3

0.5404 0.5387 0.5422 0.5390 0.5518 0.5489 0.5610 0.5482

0.5395 0.5660 0.5915

Benchmark 4 0.5348 0.5651 0.5769

Benchmark 5

0.6756 0.6964 0.6962 0.6798 0.5710 0.6363 0.5679 0.5695

0.6977 0.7407 0.7975

Benchmark 6 0.6981 0.7320 0.8046

Table 3: Comparison of different methods in node classification task using 5 labeled samples per class (AUC). The first four

models are Classical GNN models and the next four are Temporal GNNs, we show their fine-tuned results on the target domain.

The remaining two models are for transfer learning, we show results of knowledge transfer from source to target domain.

Ablation Benchmark 1 Benchmark 5 Benchmark 6

w/o pre-training 0.5907 ± 0.70% 0.7661 ± 1.32% 0.7234 ± 1.49%

w/o Transformer 0.6487 ± 2.09% 0.7682 ± 1.05% 0.7303 ± 1.97%

w/o𝑈𝑛𝑖 𝑓𝑠𝑝𝑎𝑡𝑖𝑎𝑙 0.6367 ± 1.77% 0.7939 ± 0.85% 0.7985 ± 0.82%

w/o𝑈𝑛𝑖 𝑓𝑡𝑒𝑚𝑝𝑜𝑟𝑎𝑙 0.6341 ± 1.50% 0.7966 ± 0.87% 0.8021 ± 0.63%

DyTrans 0.6527 ± 1.86% 0.7975 ± 0.78% 0.8046 ± 0.67%

Table 4: Ablation study (AUC ± 95% confidence intervals).

Figure 4: Hyper-parameter analysis on Benchmark 2 with

respect to 𝑑𝑢 and 𝑑 .

due to the difficulty and time-consuming of obtaining labels and col-

lecting data. Transfer learning has exhibited excellent performance

in several areas, such as natural language processing [41, 64], com-

puter vision [1, 67], time series analysis [5, 22], and healthcare [38].

Then, several works named “continuous transfer [12, 55, 56]” or

“dynamic domain adaptation [24, 30, 33]” are proposed to learn

the evolving data. For example, Minku [34] manually partitioned

source data into several evolving parts and manage to solve the non-

stationary source domain by performing transfer learning. There

are also some works [20, 28, 32, 36, 53, 58, 62] that addressed the

scenario in which the source domain is static, and the target do-

main is continually evolving. Recently, Wu and He [59] modeled

the knowledge transferability with dynamic source domain and dy-

namic target domain and defined this problem as “Dynamic Transfer

Learning.” Despite the success of dynamic transfer learning, no ef-

fort has been made to solve the problem on graph-structured data.

In this paper, we aim to explore the knowledge transferability on

graphs.

Graph Neural Networks. Graph neural networks capture the

structure of graphs via message passing between nodes. Many

significant efforts such as GCN [27], GraphSAGE [18], GAT [51],

GIN [63] arose and have become indispensable baseline in a wide

range of downstream tasks. Here we do not intend to provide a com-

prehensive survey of the wide range of GNNs. Instead, we refer the

reader to excellent recent surveys to get more familiar with the top-

ics [61, 70]. Recently, several attempts have been focused on general-

izing GNN from static graphs to dynamic graphs [25, 42, 45, 65, 66].

They fall into two categories according to graph types: (1) A dy-

namic graph is presented in the form of a set of static graph snap-

shots at certain timestamps. Under this setting, Pareja et al. [39] first

utilize common GCNs to learn node representations on each static

graph snapshot and then aggregate these representations from the

temporal dimension. (2) A temporal graph is given in the form of

a start graph and a set of graph evolution with the corresponding

timestamp. To solve this problem, Xu et al. [8] first propose to use

time embedding and design a temporal graph attention layer to

concatenate node, edge, and time features efficiently. Kumar [29]

uses RNN to maintain and update node embeddings. However, the

Dynamic GNN strategies often lack the capability of transferring

knowledge, thus limiting their ability to leverage valuable infor-

mation from other data sources. Here we further extend it to the

transfer learning setting with dynamic source and target domains.

6 CONCLUSION

In this paper, we investigate a novel problem named dynamic trans-

fer learning across graphs, which intends to augment knowledge

transfer from dynamic source graphs to dynamic target graphs. We

shed light on C1 (Generalization performance) by proposing a new

generalized bound in terms of historical empirical error and domain

discrepancy. We also present DyTrans, an end-to-end framework

with two major modules: M1. Modeling domain evolution via tem-

poral encoding and M2. Dynamic Graph Distribution Unification to

alleviate evolving domain discrepancy that is specified in C2 (Evolv-

ing domain discrepancy). Extensive experiments on our carefully

prepared benchmark, where DyTrans consistently outperforms

state-of-art baselines, demonstrate the efficacy of our model for

dynamic transfer learning across graphs.

Reproducibility: We have released our code and data at https:

//anonymous.4open.science/r/DyTrans-82C4/.

https://anonymous.4open.science/r/DyTrans-82C4/
https://anonymous.4open.science/r/DyTrans-82C4/
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A ALGORITHM ANALYSIS

First, for the classifier and loss function, we have the following

assumptions.

Assumption 4 (𝑅-Lipschitz Classifier [54]). Assume each classifier
ℎ ∈ H is 𝑅-Lipschitz in ℓ2 norm, i.e., ∀𝑥, 𝑥 ′ ∈ X,��ℎ(𝑥) − ℎ (

𝑥 ′
) �� ≤ 𝑅

𝑥 − 𝑥 ′

2

Assumption 5 (𝜌-Lipschitz Loss [54]). Assume the loss function
L(·, ·) is 𝜌-Lipschitz if ∃ 𝜌 > 0 such that ∀x ∈ X, 𝑦,𝑦′ ∈ Y and
ℎ,ℎ′ ∈ H , the following inequalities hold.��L (

ℎ′ (x), 𝑦
)
− L(ℎ(x), 𝑦)

�� ≤ 𝜌
��ℎ′ (x) − ℎ(x)����L (

ℎ(x), 𝑦′
)
− L(ℎ(x), 𝑦)

�� ≤ 𝜌
��𝑦′ − 𝑦��

Next, we give the definition of Wasserstein distance between

domains and Rademacher Complexity of hypothesis class.

Definition 1 (𝑝-Wasserstein Distance [52]). Consider two domains
D𝜇 and D𝜈 . For any 𝑝 ≥ 1, their 𝑝-Wasserstein distance metric is
defined as:

𝑊𝑝 (D𝜇 ,D𝜈 ) =
(

inf

𝛾 ∈Γ (D𝜇 ,D𝜈 )

∫
𝑑 (𝑥,𝑦)𝑝 d𝛾 (𝑥,𝑦)

)
1/𝑝

(10)

where Γ(D𝜇 ,D𝜈 ) is the set of all measures over D𝜇 × D𝜈 .

Definition 2 (Rademacher Complexity [2]). Given a sample 𝑆 =

(X1, · · · ,X𝑁 ) ∈ X𝑁 , the empirical Rademacher complexity of H
given 𝑆 is defined as:

ˆℜ𝑆 (H) = E𝝈

[
sup

ℎ∈H

𝑁∑︁
𝑖=1

𝜎𝑖ℎ (x𝑖 ) | 𝑆 = (x1, · · · , x𝑁 )
]

(11)

where 𝝈 = (𝜎1, · · · , 𝜎𝑚) is a vector of independent random variables
from the Rademacher distribution.

Then, we use Lemma 1 to bound the error difference between

arbitrary two domains and use Lemma 2 to bound the difference

between empirical and expected errors.

Lemma 1 (Error Difference over Shifted Domains [54]). For arbi-
trary classifier ℎ and loss function L satisfying Assumption 4 and 5,
the expected error of ℎ on two arbitrary domain D𝜇 and D𝜈 satisfies��𝜖𝜇 (ℎ) − 𝜖𝜈 (ℎ)�� ≤ 𝜌

√︁
𝑅2 + 1𝑊𝑝 (D𝜇 ,D𝜈 ) (2)

where𝑊𝑝 is the Wasserstein-𝑝 distance metric and 𝑝 ≥ 1.

Lemma 2 (Algorithm Stability [28]). Consider empirical and ex-
pected errors on arbitrary domain, ∀ 𝛿 ∈ (0, 1), the following holds
with probability at least 1 − 𝛿 for some constant 𝐵 > 0,

|𝜖 (ℎ) − 𝜖 (ℎ) | ≤ O
©«
𝜌𝐵 +

√︃
log

1

𝛿√
𝑛

ª®®¬ (3)

Lemma 3 (McDiarmid’s inequality). Let function 𝑓 satisfies for all
1 ≤ 𝑖 ≤ 𝑁 , and all X1, · · · ,X𝑁 ,X′

𝑖
∈ X ,��𝑓 (X1, · · · ,X𝑖 , · · · ,X𝑁 ) − 𝑓

(
X1, · · · ,X′

𝑖 , · · · ,X𝑁

) �� ≤ 𝑐𝑖 (12)

where bound 𝑐1, · · · , 𝑐𝑁 are constants. Then, for any 𝜖 > 0,

Pr[𝑓 − E[𝑓 ] ≥ 𝜖] ≤ exp

(
−2𝜖2∑𝑁
𝑖=1 𝑐

2

𝑖

)
(13)

Based on the above conclusion, Theorem 1 and its proof are

given as follows.

Theorem 1. Assume classifier ℎ is 𝑅-Lipschitz and loss function
L(·, ·) is 𝜌-Lipschitz. For any 𝛿 > 0 and ℎ ∈ H , with probability at
least 1 − 𝛿 , the error 𝜖 (𝑇+1)𝑡 is bounded by:

𝜖
(𝑇+1)
𝑡 (ℎ) ≤ 1

2

min

1≤𝑖≤𝑇

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
+ 𝑇

2 + 4𝑇 − 2

2𝑇
𝑊𝑝

+ ˜ℜ
(
HL

)
+ O

©«
𝜌𝐵
√
�̃�
+

√︄
log

1

𝛿

�̃�

ª®®¬
(4)

where 𝑅 and 𝜌 are the Lipschitz constants, dynamic Wasserstein dis-

tance �̃�𝑝 = 𝜌
√
𝑅2 + 1max

(
max1≤𝑖≤𝑇−1𝑊𝑝 (D (𝑖 )

𝑠 ,D (𝑖+1)
𝑠 ),

𝑊𝑝 (D (1)
𝑠 ,D (1)

𝑡 ),max1≤𝑖≤𝑇𝑊𝑝 (D (𝑖 )
𝑡 ,D (𝑖+1)

𝑡 )
)
,𝑊𝑝 isWasserstein-

𝑝 distance, 𝑝 ≥ 1,HL = {(X, 𝑦) ↦→ L(ℎ(X, 𝑦) : ℎ ∈ H}, ˜ℜ(HL) =
1

2𝑇

∑𝑇
𝑖=1

(
˜ℜD (𝑖 )

𝑠
(HL) + ˜ℜD (𝑖 )

𝑡

(HL)
)
, ˜ℜ is Rademacher complex-

ity, 𝐵 > 0 is a constant, and �̃� = min1≤𝑖≤𝑇
(
𝑁

(𝑖 )
𝑠 , 𝑁

(𝑖 )
𝑡

)
is the

minimal number of training examples in source and target domains.

Proof. Let D (𝑖 )
𝑠 and D (𝑖 )

𝑡 be the source domain and the target

domain at 𝑖𝑡ℎ timestamp. B ∈ (G × Y)�̃� is the measurable subset

over D (1)
𝑠 × · · · × D (𝑇 )

𝑠 × D (1)
𝑠 × · · · × D (𝑇 )

𝑡 , and we define a

function 𝑔 over B as follows [59].

𝑔(B) = sup

ℎ∈H
𝜖
(𝑇+1)
𝑡 (ℎ) − 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
(14)

where 𝜖
(𝑖 )
𝑠 (ℎ) and 𝜖 (𝑖 )𝑡 (ℎ) are the estimate errors on graph G (𝑖 )

𝑠

and G (𝑖 )
𝑡 . Let B and B′

be two measurable subsets containing only

one different source sample in G (𝑖 )
𝑠 , then we have��𝑔(B) − 𝑔

(
B′) �� ≤ 2𝜌

2𝑁
(𝑖 )
𝑡 𝑇

≤ 𝜌

�̃�𝑇
(15)

The same result holds for different target sample. Based on McDi-

armid’s inequality (see Lemma 3), we have for any 𝜖 > 0

Pr [𝑔(B) − EB [𝑔(B)] ≥ 𝜖] ≤ exp

(
−2�̃�𝑇 2𝜖2

𝜌2

)
(16)

Then, for any 𝛿 > 0, with probability at least 1 − 𝛿 , the following
holds

𝑔(B) ≤ EB [𝑔(B)] + 𝜌

𝑇

√︄
log

1

𝛿

2�̃�
(17)

In addition, for any ℎ ∈ H and any 𝑖 ∈ {1, · · · ,𝑇 }, we have

𝜖
(𝑖 )
𝑡 (ℎ) = 𝜖 (𝑖 )𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ) − 𝜖 (𝑖 )𝑠 (ℎ)

(𝑙𝑒𝑚𝑚𝑎 1) ≤ 𝜖 (𝑖 )𝑠 + 𝜌
√︁
𝑅2 + 1𝑊𝑝 (D (𝑖 )

𝑡 ,D (𝑖 )
𝑠 )

(18)
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Then, we have

𝑇∑︁
𝑖=1

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)
=𝜖

(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑇 )
𝑡 (ℎ) + · · · + 𝜖

(2)
𝑡 (ℎ) − 𝜖

(1)
𝑡 (ℎ) +

𝑇∑︁
𝑖=2

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)
≤𝜌

√
𝑅2 + 1

(
𝑊𝑝 (D (𝑇 )

𝑡 , D (𝑇+1)
𝑡 ) + · · · +𝑊𝑝 (D (1)

𝑡 , D (2)
𝑡 )

)
+

𝑇∑︁
𝑖=2

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)
≤𝑇�̃�𝑝 +

𝑇∑︁
𝑖=2

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)
≤ 𝑇 (𝑇 + 1)

2

�̃�𝑝

(19)

Then

EB [𝑔 (B) ]

=EB

[
sup

ℎ∈H
𝜖
(𝑇+1)
𝑡 (ℎ) − 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖

(𝑖 )
𝑡 (ℎ)

)]
=EB

[
sup

ℎ∈H
𝜖
(𝑇+1)
𝑡 (ℎ) − 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖

(𝑖 )
𝑡 (ℎ)

)
+ 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) − 𝜖

(𝑖 )
𝑠 (ℎ)

)
+ 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)]
=

1

2𝑇
sup

ℎ∈H

(
𝑇∑︁
𝑖=1

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)
+

𝑇∑︁
𝑖=1

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑠 (ℎ)

))
+ EB

[
sup

ℎ∈H

1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) − 𝜖

(𝑖 )
𝑠 (ℎ)

)
+ 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)]
≤ 1

2𝑇
sup

ℎ∈H

(
𝑇∑︁
𝑖=1

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)
+

𝑇∑︁
𝑖=1

(
𝜖
(1)
𝑠 (ℎ) − 𝜖

(𝑖 )
𝑠 (ℎ)

)
+

𝑇∑︁
𝑖=1

(
𝜖
(𝑇+1)
𝑡 (ℎ) − 𝜖

(1)
𝑡 (ℎ)

)
+

𝑇∑︁
𝑖=1

(
𝜖
(1)
𝑡 (ℎ) − 𝜖

(1)
𝑠 (ℎ)

))
+ EB

[
1

2𝑇

𝑇∑︁
𝑖=1

sup

ℎ∈H

(
𝜖
(𝑖 )
𝑠 (ℎ) − 𝜖

(𝑖 )
𝑠 (ℎ)

)
+ 1

2𝑇

𝑇∑︁
𝑖=1

sup

ℎ∈H

(
𝜖
(𝑖 )
𝑡 (ℎ) − 𝜖

(𝑖 )
𝑡 (ℎ)

)]
≤ 1

2𝑇

[
𝑇 (𝑇 + 1)

2

�̃�𝑝 + 𝑇 (𝑇 − 1)
2

�̃�𝑝 +𝑇�̃�𝑝 +𝑇�̃�𝑝

]
+EB

[
1

2𝑇

𝑇∑︁
𝑖=1

˜ℜD (𝑖 )
𝑠

(HL ) + 1

2𝑇

𝑇∑︁
𝑖=1

˜ℜD (𝑖 )
𝑡

(HL )
]

≤𝑇 + 2

2

�̃�𝑝 + ˜ℜ(HL )
(20)

According to (14), we have for any ℎ ∈ H ,

𝜖
(𝑇+1)
𝑡 (ℎ) ≤ 1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖

(𝑖 )
𝑡 (ℎ)

)
+ EB [𝑔 (B) ] + 𝜌

𝑇

√︄
log

1

𝛿

2�̃�
(21)

w.l.o.g., we assume 𝜖
(1)
𝑠 ≤ 𝜖 (2)𝑠 ≤ · · · ≤ 𝜖 (𝑇 )

𝑠 for simplify, consider

the last term in

∑𝑇
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ)

)
, for some constant 𝐵 > 0

(𝑃𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 2)𝜖 (𝑇 )
𝑠 ≤𝜖 (𝑇 )

𝑠 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
(𝑙𝑒𝑚𝑚𝑎 1) ≤𝜖 (𝑇 −1)

𝑠 + 𝜌
√
𝑅2 + 1𝑊𝑝 (D (𝑇 )

𝑠 , D (𝑇 −1)
𝑠 )

+O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
≤ · · ·

≤𝜖 (1)𝑠 + (𝑇 − 1)�̃�𝑝 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
(𝑃𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 2) ≤𝜖 (1)𝑠 + (𝑇 − 1)�̃�𝑝 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬

(22)

for the second last term in

∑𝑇
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ)

)
, we have

(𝑃𝑟𝑜𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 2)𝜖 (𝑇 −1)
𝑠 ≤𝜖 (𝑇 −1)

𝑠 + O
(
𝜌𝐵
√
�̃�
+

√︂
log(1/𝛿 )

�̃�

)

≤𝜖 (𝑇 )
𝑠 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
(22) ≤𝜖 (1)𝑠 + (𝑇 − 1)�̃�𝑝 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
(23)

It is easy to see that this can be bounded for source or target across

time. Generally,

1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑠 (ℎ)

)
≤ 1

2

min

1≤𝑖≤𝑇
(𝜖 (𝑖 )𝑠 ) + 𝑇 − 1

2𝑇
�̃�𝑝 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
1

2𝑇

𝑇∑︁
𝑖=1

(
𝜖
(𝑖 )
𝑡 (ℎ)

)
≤ 1

2

min

1≤𝑖≤𝑇
(𝜖 (𝑖 )𝑡 ) + 𝑇 − 1

2𝑇
�̃�𝑝 + O ©« 𝜌𝐵√�̃� +

√︄
log

1

𝛿

�̃�

ª®¬
(24)

Therefore, from (21), we have

𝜖
(𝑇+1)
𝑡 (ℎ) ≤ 1

2

min

1≤𝑖≤𝑇

(
𝜖
(𝑖 )
𝑠 (ℎ) + 𝜖 (𝑖 )𝑡 (ℎ)

)
+ 𝑇

2 + 4𝑇 − 2

2𝑇
�̃�𝑝

+ ˜ℜ(HL) + O
©«
𝜌𝐵
√
�̃�
+

√︄
log

1

𝛿

�̃�

ª®®¬
(25)

which completes the proof. □
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